KIRA-CS E

It a’cube

Exploring Exa-Supercomputing Scenarios For New
Emerging Challenges

Why KIRA-CSE Supercomputer

TheKIRA-CSEseries delivers on A3Cubeds ¢
supercomputing architecture that provides both extreme scalability and
sustained performance.

Inside KIRA-C S E

KIRA-C S Esupercomputer is enabled by a robust Intel® Xeon® processor

road map, A3Cube ultra-low latency hybrid high performance interconnect and
flexible 2D/3D Flattened Butterfly/ Hybrid Dragonfly network topology, providing
low latency and scalable global bandwidth to satisfy the most challenging multi-
petaflops applications.

0 Sustained and scalable application performance
0 Tight HPC optimization and integration

0 Upgradability by design

0 User productivity

KIRA-CS E

Elastic Supercomputing
Architecture

Understanding that no single processor engine and Processing Element
static system configuration is ideal for every type of ‘t“ﬂ resources management engine.
user application, the KIRA Family supercomputer N
platforms highlights the flexibility of scalar
processing, co-processing and accelerators, shared
memory OS cooperative-kernels, elastic memory,

scheduler
and converged parallel data and 10 access, to build

. . container (globally shared)
a new generation of hybrid systems capable of
i i Processing Element
I~everag|ng thg strepgths of each technglogy into one =3 e O
fel astico HPC environmen et
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Exa-Converged Architecture

Parallel I/O engine and global data

Interconnection




Supercomputing for modern challenges

|l t6s become i mperative to make deci sions with
immediacy, continuously pivot strategy and tactics,
and merge streams of inquiries into meaningful
action.

KIRA-C S Eultra-dense (optimized high
performance machine) represents a step forward in
big data, technical and scientific appliances.

KIRA-C S Edelivers a potent combination of system
agility, computing density (128 processors in a single
rack), incredible network performance (more than 11
terabits/s of global bandwidth per rack) and
pervasive computing and IO speed.

KIRAA-CSE for I ntegrated Supercomp

To unleash the full promise of big data analytics, only .

a real supercomputing approach in an enterprise- '
accessible format will provide the agility and WA hadaap
performance required for high-frequency insights.

As analytics workflows are becoming increasingly APACHE ‘%

sophisticated, businesses are moving beyond S K

Hadoop® to integrate a breadth of analytics, like Qr

SparkE and graph. I n this dvnam|c environment
scientists need to iterate quickly. And their pipelines AP A

require an assembly of task-specific tools. HBHSE

This requires a platform that efficiently handles the

entire spectrum of workloads from batch analytics,

where throughput is key, to iterative and interactive H PC Applications

workloads, where near real-time matters most.
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KIRA-CSE Holistic Approach

KIRA-C S Euses holistic and integrated methods Regardless of your application requirements,
to develop the worl dés mo sthe KIRB-Gpseries sealesiagrasstheo b u s t
HPC systems. performance spectrum of dimension and
Rather than assembling cluster-like components application types, from smaller footprint,

and commodity networks that can degrade or act lower-density configurations up to the most
unpredictably at high node counts, A3Cube uses a complex data Analytics challenges.
ground-up design approach that includes deeply The unique built-in GPUs computing-sharing
optimized fabric and topology architecture in guarantees unmatchable flexibility and
combinati on -cweintthr ificsdy sftielme eogputing perfosntamce delivering the only
resource sharing built-in that guarantees unique exa-scale elastic accelerated computing
linearly scaling in both computation and 10 platform available on the market.
performance

A3 Cu b e 0 sin EnBanceld Versatile Topology network

Ultra low latency
Extreme 10 performance

A
* No additional “big switches” A
A Nearest-Neighbors

* Optimal bisection bandwidth

+ Ultra-Low latency across the
system

+ Implementation does not need

= =" a 64 nodes max 2 hops (Rack level)
= special length cables i 1024 nodes max 3 hops (16 Racks)
[ﬁmﬁ_‘j i  Island latency <690ns
U Max latency 128 nodes <800ns
15t Level Dragon Fly 1] Max latency 129-1024 nodes 890ns
Four or eight computing Islands per rack
Single or Dual Independent Rail U 100 Giga bit/s x PE (200 Gbit/s Dual-Rail)
U 2/4 Tera bit/s Island to Island Bandwidth
EXTREMELY SCALABLE U 7.2/14.4 Tera bit/s Global Bandwidth
U Up to 400 Millions MPI messages/seconds per

NEAREST-NEIGHBORS OPTIMIZATION

PE
U Up to more than 14 Billions MPI
Messages/seconds Routing Capability

Unique Scalability Without Performance Degradation

Computing Island First Level inter-group max 1 additional hops Second Level inter-group max 2 additional hops

e.g. 16 PE e.g. 128 PE

Enhanced Dragonfly, Flattened-Butterfly

2 Level

Inter-group Links
Second Level

Inter-group Links
First Level
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A3Cube Customized ROUTER

Each router providesbothii n-graupo (Cemputing
Island) links that connect it to other computing nodes

i n its gntes-grpup@ nldialdokksown as

global links) that connect it to other groups. The router

in a group pools its inter-group links, enabling each

group to be directly connected to all the other groups.

Enables in-network computing through scalable
hierarchical aggregation protocol technology:

Fortissi mo Foundatli on g 7Tb/s of non-blocking bandwidth

Combines distributed elements, memory hierarchy 200 Millions of messages per port
optimization, high speed data processing, building an Executes MPI collectives operations in the

ALL IN ONE high performance, high parallel and fully network
converged system. It includes : .
verged sy et A 10X performance improvement for
A FortissimoFS engine MPI and SHMEM/PGAS applications

Unique convergent parallel file system _ .
engine with cooperative caching that Operates as a Co-Processorf or A3 Cubeb

access to multi-server-based disk and RAM Over Fabric

storage, and guarant i CSemmfemCuletolte S 6o 0.f
the available resources to parallel and

distributed applications Built-In A3Cube paraIIeI IO architecture

A Aggressive distributed memory caching accessible
by any application (Ultra Cache)

A Configurable system-wide replication to survive
hardware failure

A RamStor E
An advanced, unique feature of FF
capable of putting a real parallel, scalable
file system completely in-memory

A Cluster-wide distributed scheduler Along with each CPU is an high performance 10 optimized network
connection, data and memory bus run in parallel to provide
unmatched high performance data access to all the applications
running inKIRA *j
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